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Abstract—Estimation of the local attenuation coefficient in soft tissue is important both for clinical diagnosis and for further analysis of ultrasound B-mode images. However, it is difficult to extract spectral properties in a small region of interest from noisy backscattered ultrasound radio frequency (RF) signals. Diffraction effects due to transducer beam focal properties also have to be corrected for accurate estimation of the attenuation coefficient. In this paper, we propose a new attenuation estimation method using spectral cross-correlation between consecutive power spectra obtained from the backscattered RF signals at different depths. Since the spectral cross-correlation method estimates the spectral shift by comparing the entire power spectra, it is more robust and stable to the spectral noise artifacts in the backscattered RF signals. A diffraction compensation technique using a reference phantom with a known attenuation coefficient value is also presented. Local attenuation coefficient estimates obtained using spectral cross-correlation are within 2.3% of the actual value with small estimation variances, as demonstrated in the simulation results.

I. INTRODUCTION

ATTENUATION estimation in biological tissue with ultrasound pulse-echo systems has been widely studied, because ultrasound attenuation parameters are closely related to the type and pathological state of tissue [1], [2]. Typical B-mode images of ultrasound, however, display only the magnitude of the backscattered radio frequency (RF) signals under the assumption of a constant speed of sound with time-gain compensation (TGC) utilized to compensate for the attenuation properties of the tissue scanned. Nevertheless, pathological changes in tissue may introduce shadowing or enhancement artifacts below highly attenuating or lower attenuating regions in B-mode images, respectively. Attenuation of the ultrasound signals in the B-mode images has been used for detecting diseases in liver [3] and breast [4]. Therefore, estimation of the ultrasonic attenuation properties from typical B-mode images would not only provide useful diagnostic information, but also enable clear interpretation of the B-mode images for further analysis.

Since attenuation in soft tissues generally demonstrates a linear frequency dependence [5], [6], different attenuation estimation methods utilizing this assumption have been reported in the literature. Most of these methods can be classified as either time-domain or frequency-domain approaches.

In the time domain, measurement of the zero crossing density of the RF echo signal [6] has been used for estimating attenuation. Jang et al. [7] proposed a method for measuring entropy differences between two adjacent segments of narrowband echo signals. Video or B-mode signal analysis methods have also been developed by Knipp et al. [8] to estimate attenuations directly from B-mode images. Baldwin et al. [9] estimated myocardial attenuation from M-mode images.

In the frequency domain, there are two basic methods, i.e., the spectral difference or the spectral shift in the power spectrum at different depths, to estimate the attenuation coefficient. While spectral difference approaches [10] calculate the amplitude decay of the backscattered RF signal, spectral shift approaches [11] estimate the downshift in the center frequency from the normalized power spectrum with propagation depth. Since the amplitude of the backscattered RF echo signals depends on both scattering and attenuation, spectral difference approaches are unable to estimate attenuation coefficients accurately at boundaries where backscatter changes occur [12]. Kuc estimated attenuation using the slope of the difference between the logarithm of the echo signal power spectra obtained from different depths in tissue [5]. The use of a linear regression technique using smoothed log power spectra was developed by Wilson et al. [13]. The spectral downshift of the center frequency has also been measured by the centroid downshift method proposed by Fink et al. [14] using short-time Fourier analysis techniques. The phase lag in the autocorrelation function of complex echo signals [15] and second-order autoregressive models [11], [16] have also been used to estimate the center frequency shift in the power spectrum. The amplitude decay along the beam propagation using narrowband pulses [17] and the amplitude changes in time-frequency representation [10] have been utilized to estimate attenuation. Yao et al. [12] developed a method to reduce system and transducer dependencies using a reference phantom whose attenuation parameters are known a priori.

In this paper, we present a new frequency-domain method to estimate attenuation in soft tissue using cross-correlation analysis between two power spectra obtained at different depths. While the centroid downshift method estimates the center frequency downshift of the power spectrum by computing the n-th moment of the power spectrum, the spectral cross-correlation (SCC) method
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computes the spectral downshift of the entire power spectrum. The SCC method was first utilized in the direct estimation of tissue strain in elastography by computing the spectral shift in the power spectra of pre- and post-compression RF signals [18].

In addition to the new attenuation estimation method, we also present an algorithm to compensate for diffraction effects with respect to the transducer beam focus. Since most ultrasound pulse-echo systems utilize focusing around the region of interest, diffraction effects have to be taken into account for stable and independent estimation of the attenuation coefficient [19]. We use backscattered RF signals from a reference phantom, with known attenuation parameters, to compensate for diffraction effects. The gated window sizes required for obtaining accurate and stable power spectra using short-time Fourier analysis techniques are also discussed.

The paper is organized as follows. In Section II, a theoretical derivation of the SCC algorithm is presented. An ultrasound simulation program and methods for estimating the characteristics of the transmit pulse from backscattered RF signals are presented in Section III. Compensation for diffraction effects using a reference phantom and selection of appropriate gated window sizes are also described in this section. In Section IV, simulation results that illustrate the performance of the new method are presented, and experimental results are described in Section V. Finally, Section VI summarizes the contributions of this paper.

II. The Spectral Cross-Correlation Algorithm

Most methods that estimate the attenuation coefficient assume a linear frequency dependence of the attenuation and constant speed of sound in the region of interest in order to simplify the ultrasound attenuation model in pulse-echo systems. Other assumptions include weak scattering in tissue, ignoring contributions due to multiple scattering of the transmit pulse (i.e., the Born approximation). Under these assumptions, the intensity of the backscattered RF signal, \( R(f, z) \), received at the ultrasound transducer can be expressed as a product of the transmit pulse, attenuation, and backscatter terms in the frequency domain:

\[
R(f, z) = G(f) \cdot A(f, z) \cdot B(f),
\]

where \( z \) denotes the depth of the region of interest from the transducer, and \( G(f) \) represents the transmit pulse, which depends on the transducer design. The transmit pulses are, generally, assumed as Gaussian; Wear showed that this Gaussian approximation of the power spectrum was accurate to within 10% in root mean square error analysis [20]. Assuming a Gaussian-shaped envelope for the transmit pulse, we denote it in the frequency domain as

\[
G(f) = \exp \left\{ -\frac{(f - f_c)^2}{2\sigma^2} \right\},
\]

where \( f_c \) is the center frequency and \( \sigma^2 \) is the variance of the transmit pulse. \( A(f, z) \) represents the cumulative attenuation in soft tissue. As assumed earlier, the attenuation of most soft tissue is linearly proportional to the frequency in decibels, and is given by

\[
A(f, z) = \exp \{-4\beta f z\},
\]

where \( \beta \) is the attenuation coefficient in units of Nepers/cm/MHz.

The backscattered echo signals denoted by \( B(f) \) in (1) are modeled as a stochastic process due to the large number of random scatterers in soft tissue [21], [22]. However, for most attenuation estimation approaches in the frequency domain, backscatter models that incorporate only nonlinear frequency-dependent properties are used. Frequency dependence of backscatter is generally modeled as a power of frequency, and expressed in an exponential form of the Taylor series expansion, which is then utilized to derive a closed-form expression for the spectral shift in the frequency domain [6], [23]:

\[
B(f) = f^n = \exp \{n \cdot \log(f)\}
= \exp \left\{ n \cdot \log(f_c) + n \cdot \log \left(1 + \frac{f - f_c}{f_c}\right)\right\}
\approx f_c^n \cdot \exp \left\{ n \cdot \left(\frac{f - f_c}{f_c} - \frac{(f - f_c)^2}{2f_c^2}\right)\right\}
\propto \exp \left\{ -\frac{n \cdot (f^2 - 4f_c f)}{2f_c^2}\right\}.
\]

The expression shown in (4) ignores higher-order terms of the Taylor series expansion. The parameter \( n \) can vary from 0 for specular scattering to 4 for Rayleigh scattering. Typical values of \( n \) for human tissue are between 1 and 2.

The SCC algorithm relies on the measurement of the spectral shift over the entire power spectra obtained at two different depths. The cross-correlation function between two power spectra at different depths is given by

\[
S(f_o) = \int_{-\infty}^{\infty} R(f + f_o, z_1)R(f, z_2)df,
\]

where \( f_o \) denotes the spectral shift in the center frequency, and \( z_1 \) and \( z_2 \) are two different depths relative to the transducer. If we assume that local attenuation values do not change abruptly in a small region, and \( z_1 \) and \( z_2 \) are close to each other, then the attenuation coefficients at depth \( z_1 \) and \( z_2 \) could be assumed to be similar. Under this assumption, the expression for the spectral shift between the two power spectra using the cross-correlation algorithm (derived as (A16) in the Appendix) is given by

\[
f_o(\text{max}) = -\frac{4\sigma^2\beta(z_1 - z_2)}{1 + \frac{n\sigma^2}{f_c}}.
\]

Since the center frequency is generally greater than the square root of the variance of the transmit pulse, and the parameter \( n \) for human tissue is between 1 and 2, the
spectral shift between the power spectra obtained at the two different depths is linearly proportional to the product of the attenuation coefficient and to the difference of the depths at which the spectra were obtained. The spectral shift between the two power spectra at depth \( z_1 \) and \( z_2 \) provides a direct estimate of the attenuation coefficient. The relationship shown in (6) between attenuation and the spectral shift has also been derived by Girault et al. [24] using the frequency corresponding to the maximum power in the power spectrum. Differentiating (6) with respect to \( z \), the slope of the spectral shift along depth is proportional to the attenuation coefficient, \( \beta \). Under the assumption of linear frequency-dependent attenuation in soft tissue, linear regression over the local spectral shift estimates (usually several blocks along the axial direction) is used to compute the final attenuation coefficient.

III. Method

Estimation of the attenuation coefficient in ultrasound pulse-echo systems is based on ascertaining the frequency-dependent attenuation of different frequency components in soft tissue. Because higher frequency components exhibit increased attenuation than lower frequencies, the power spectrum of echo signals obtained using short-time Fourier analysis demonstrates a downward shift (to the lower frequency) in the center frequency with depth. Previous reports in the literature have shown that the attenuation coefficient in soft tissue is almost linearly proportional to the frequency up to 10 MHz [5]. Due to the linear increase in the attenuation with higher frequencies, the slope of the center frequency downshift versus depth is proportional to the attenuation coefficient. Assuming a Gaussian-shaped transmit pulse whose variance is invariant along depth, the relationship between the slope of downshift of the center frequency versus depth and attenuation coefficient is given by

\[
\beta \text{(dB/cm/MHz)} = -\frac{8.686}{4\sigma^2} \cdot \frac{df_c(z)}{dz}, \tag{7}
\]

where \( z \) is the distance of the region of interest from the transducer and \( \sigma^2 \) is the variance of the transmit pulse. The term \( f_c(z) \) denotes the center frequency of the power spectrum at depth \( z \) [14].

In a manner similar to the methods that estimate the center frequency downshift, the SCC method measures the spectral shift of entire power spectra and estimates the slope of spectral shift instead of the slope of downshift of the center frequency. Because the attenuation is linearly proportional to the derivative of the center frequency with respect to the distance (depth), as shown in (7), the absolute estimation of the center frequency of the backscattered RF signals is not required for the estimation of the attenuation coefficient.

In order to estimate the attenuation coefficient, as shown in (7), the variance of a transmit pulse, \( \sigma^2 \), is necessary. In addition, diffraction effects for focused array transducers have to be considered for accurate estimation of the attenuation coefficient, since diffraction of the acoustic wave distorts the spectral characteristics with depth [19]. In the next subsection, we describe a method utilized for estimating the variance of the transmit pulse and the compensation for diffraction effects. Details of the ultrasound simulation program are also described in the next subsection.

A. Ultrasound Simulation Procedure

RF echo signals for both the reference and the sample phantom with various attenuation coefficients and transducer properties were generated using an ultrasound simulation program [25]. This program is a frequency-domain model based on classical diffraction theory for continuous wave propagation [26].

For this study, a linear array transducer consisting of elements of size 0.2 mm by 10 mm, with a center-to-center distance of 0.2 mm, was utilized. Each beam line was formed using 128 consecutive elements. The elevational focus was set to be the same as the lateral transmit focus. A dynamic receive focus and dynamic aperture were utilized such that the \( F \)-number was fixed at 2. The ultrasound field varied with axial distance from the transducer.

A Gaussian-shaped pulse with a center frequency of 5 MHz and a bandwidth of 50% was used as the incident pulse. The transducer simulation parameters are summarized in Table I.

![Table I: Transducer Simulation Parameters.](image)

<table>
<thead>
<tr>
<th>Transducer type</th>
<th>Linear array</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element size</td>
<td>0.2 mm x 10 mm</td>
</tr>
<tr>
<td>Number of elements</td>
<td>128</td>
</tr>
<tr>
<td>Element spacing</td>
<td>0.2 mm</td>
</tr>
<tr>
<td>F-number</td>
<td>2</td>
</tr>
<tr>
<td>Center frequency</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>50%</td>
</tr>
<tr>
<td>Beam focus</td>
<td>40 mm</td>
</tr>
</tbody>
</table>

Two uniform phantoms were simulated by randomly distributing 50-\( \mu \)m polystyrene beads and 25-\( \mu \)m glass beads in a medium that had a sound speed of 1540 m/s. The scatterer number density was set at 9.686 per cubic millimeter, which simulates Rayleigh scattering. The modeled phantom dimensions were 40 mm (width) by 80 mm (height) by 10 mm (thickness), and the distance between adjacent beam lines was fixed at 0.2 mm. The center of the phantom was placed at a 40-mm depth from the transducer, which coincided with the transmit and receive foci.

After generating simulated RF data with a specified value of the attenuation coefficient, the entire RF data frame was divided into smaller overlapping two-dimensional (2-D) blocks of sufficient size to obtain a consistent power spectrum. The block power spectrum was calculated using the short-time Fourier analysis technique by averaging spectra from the windowed segments within the block [27]. In each 2-D block, the gated window size
was set to half the axial length of the block, with a 50% window overlap used to calculate the block power spectrum. Each windowed RF segment was gated by a Hanning window to minimize spectral leakage artifacts. Each block contained 10 beam lines in the lateral direction with each block power spectrum obtained from an average of 30 Fourier spectra. A 50% overlap of the 2-D block was applied in axial and lateral directions to obtain spectral shift estimates. Frequency smoothing, where adjacent frequency estimates are averaged using a moving window [28], was also utilized to further reduce spectral noise artifacts in the power spectra.

After estimating the block power spectra from the gated echo signals, the SCC algorithm [18] was utilized to compute the spectral shift between two consecutive power spectra. The spectral shift was obtained from the location of the maximum of the cross-correlation function. (In (5), this location is obtained using the derivative of $S(f_o)$ with respect to $f_o$). The spectral shift is equivalent to the center frequency downshift obtained from two consecutive centroid estimates.

Since the block power spectra are quite noisy in the frequency domain, we set a threshold using the cross-correlation coefficient value as a quality parameter. If the maximum cross-correlation coefficient was smaller than the threshold, the spectral shift obtained using the SCC method was ignored and replaced with an interpolated result from surrounding spectral shift estimates. Local attenuation coefficient estimates were computed using a linear regression of the shift estimates with a specified size of the linear fit window. The final estimated attenuation coefficient was calculated using (7).

### B. Estimation of Transmit Pulse Properties

In general, the shape of transmit pulse is assumed to be Gaussian at the center frequency; however, exact information such as the bandwidth specified by the full-width half-maximum (FWHM) or the variance of the transmit pulse is not available in most ultrasound pulse-echo systems. In this paper, we estimated the variance of transmit pulse by calculating the FWHM from the power spectrum of the backscattered RF signals. Since the relationship between FWHM and the variance of Gaussian distribution is known, the estimated FWHM is converted into a variance measure to calculate an estimate of the attenuation coefficient.

The FWHM of the block power spectrum in our simulation was calculated by the ratio of half-power bandwidth and center frequency from the power spectrum of the echo signal. Many ultrasound pulse-echo systems utilize this ratio to represent the pulse bandwidth. The measured FWHM of power spectra along depth, which had a 0.5-dB/cm/MHz attenuation coefficient and a 5-MHz center frequency with 0.5 FWHM, are shown in Fig. 1. Although the measured FWHM fluctuates at different depths, the average FWHM is similar to the original FWHM in the simulation results. Therefore, the average measured FWHM was used to model the characteristics of the transmit pulse to calculate the attenuation coefficient in (7).

### C. Diffraction Compensation

Since most linear array transducers in ultrasound pulse-echo systems utilize focusing to obtain better B-mode images around the region of interest, echo signals acquired by focused transducers contain diffraction effects around the pre- and post-focal sections of the B-mode image. Due to acoustic diffraction effects, spectral properties of the power spectra are distorted and the attenuation estimate obtained is also affected as the ultrasound signal propagates along the axial direction. Fink et al. [19] studied diffraction effects using classical sound theory and focused transducer models, and reported that the estimated attenuation coefficients were underestimated at pre-focal regions and overestimated in the post-focal regions.

To compensate for diffraction effects in estimating the attenuation coefficient, we propose a simple method based on the use of a uniform reference phantom with a known attenuation coefficient. Backscattered RF signals are acquired from both the reference and the sample phantoms with the same transducer settings (i.e., same focus, same TGC, same beam pattern, etc.). Since the attenuation coefficient of the reference phantom is known, the theoretical downshift of the center frequency along depth can be easily calculated. This theoretical center frequency downshift would be a straight line whose slope is proportional to the attenuation coefficient. However, the measured experimental center frequency changes of an actual reference phantom would be distorted due to beam focal properties.

By comparing center frequency changes along the depth between the theoretical and measured values in the reference phantom, the contributions due to diffraction effects on the center frequency can be estimated. The center frequency difference between the theoretical and measured
values are normalized with respect to frequency at each
depth in the reference phantom and utilized for diffraction
correction in the sample phantom. Since the same trans-
ducer settings are utilized for both reference and sample,
diffraction effects also demonstrate similar behavior for the
reference and sample.

Fig. 2 shows the changes in the center frequency esti-
mates before and after diffraction compensation of the ref-
erence and sample echo signals. The attenuation coefficient
of the reference was 0.3 dB/cm/MHz and that of the sam-
ple was 0.5 dB/cm/MHz, and total axial depth of phantom
was 8 cm. The transducer focus was at 40 mm and 80 mm,
respectively. The transmit pulse was assumed to follow a
Gaussian shape, and its center frequency was 5 MHz with
a FWHM of 0.5. The theoretical slope of the reference echo
signal is plotted as the dotted line. The measured (before
diffraction compensation) center frequency changes for the
reference and sample echo signals peak at the focus around
40 mm and 80 mm. However, after diffraction compensa-
tion, the center frequency changes observed in the sample
are relatively linear along the depth scanned.

D. Gated Window Sizes for Power Spectrum Computation

For the computation of the power spectrum for a 2-
D block, each A-line within the block was divided into
smaller segments weighted by a Hanning window to min-
imize edge artifacts. Although a smaller size of the gated
windows is preferred to provide better spatial resolution of
the final attenuation estimate, it has to contain sufficient
frequency information of the backscattered RF signal to
provide robust power spectra. The ideal size of the gated
window would be small enough to satisfy the stationarity
assumption and provide sufficient spatial resolution of the
attenuation estimate, but also large enough to generate an
accurate and robust power spectrum of the backscattered
RF signals. The number of wavelengths of the acoustic
pulse within the gated window is another parameter that
determines the necessary size of the gated window. Larger
gated window sizes may also introduce additional errors
due to the non-stationarity of the backscattered echo sig-
als.

The attenuation estimation performance of different
gated window sizes and number of windowed-segments
within the block used to estimate the power spectrum from
backscattered RF signals for the SCC method are evalu-
Fig. 4. Estimations of the FWHM and the attenuation coefficient with different gated window sizes. The lines with the open circles denote the phantom with the 25-µm glass beads and the lines with the crosses denote the 50-µm polystyrene beads. The number of averaged gated window power spectra in each block is 60. The error bars represent the standard deviations of estimated values. (a) The FWHM estimate from backscattered RF signals. The center frequency of the transmit pulse is 5 MHz and the actual FWHM is 0.5. (b) Attenuation estimates with different gated window sizes. The actual attenuation coefficient is 0.5 dB/cm/MHz. The window overlap between two adjacent window segments is 50% and the size of the linear fit window is 15.6 mm.

IV. SIMULATION RESULTS

As described in Section III, we simulated RF echo signal frames for two cases, one where the scatterers were represented by 25-µm glass beads and the second simulation utilizing 50-µm polystyrene beads. RF echo signal frames with three different values of the attenuation coefficient, namely, 0.3, 0.5, and 0.7 dB/cm/MHz, were obtained. These phantoms were utilized one as the reference and the other as the sample, respectively. The attenuation coefficients were calculated at two regions, chosen at different depths in the phantom. Region A was selected to be close to the transducer face (around 1 cm–3 cm), while region B was in the far-field (around 5 cm–7 cm). The 2-D block sizes for the power spectra were selected to be 2 × 2 mm, 3 × 2 mm, and 4 × 2 mm along the axial
and lateral dimensions, respectively. The 2-D blocks were overlapped by 50% in both directions to estimate consecutive power spectra and compute the attenuation coefficient. Gated window sizes in each block were chosen to be half the axial length and overlapped by 50% in the axial direction. Each block power spectrum, therefore, was obtained from 30 Fourier spectra. Frequency smoothing was also applied to the time-averaged power spectrum to reduce spectral noise artifacts.

The estimated attenuation coefficients using the SCC method are shown in Table II. In the row denoting the block size, “2 × 1” represents a 2-mm (axial) by 2-mm (lateral) block with a 1-mm gated window. Note that although the attenuation coefficients are underestimated in region B in Table II, the estimated attenuation coefficient values are fairly close to the actual value. Observe that while the estimated attenuation coefficients are underestimated for the smaller block and window sizes, as expected, they converge to the actual value with an increase in the block and window sizes. With an appropriate choice of the gated window size, the mean attenuation coefficient obtained is within 2.35% and 2.25% of the actual values, respectively.

Backscattered ultrasound RF signals contain speckle noise artifacts due to the generation of the echo signal from an ensemble of scatterers. For smaller gated window sizes, these noise artifacts introduce additional errors. Therefore, in addition to the accuracy of the estimated attenuation coefficient, the precision (or estimation variance) is another important metric used to characterize the estimation method.

Table III shows the estimation variance of the SCC method for 31 small blocks of the uniform attenuation region. The estimation variances are relatively small and independent of the region used in the measurement. Although the gated window size varied, the estimation variances did not change significantly in our simulation results. Attenuation coefficients estimated using simulations along the entire beam path are shown in Fig. 6. We estimated the attenuation coefficient using spectral cross-correlation algorithm with a small estimation variance that is not dependent on the propagation depth and beam focal properties.

V. Experimental Results

In addition to the simulated RF echo signals, two tissue-mimicking (TM) phantoms manufactured in our laboratory were also used to test the proposed SCC algorithm. One of the phantoms was a uniform reference phantom, consisting of 45 to 53-µm glass beads in a gelatin background, with an attenuation coefficient of 0.5 dB/cm/MHz [29]. The other was a sample phantom, referred to as the attenuation phantom (AP), which contained two cylindrical inclusions with 20-µm glass beads in the background and a 0.5 dB/cm/MHz attenuation coefficient. Both of the inclusions had higher attenuation coefficients...
Fig. 6. Attenuation coefficient estimates for simulated uniform phantoms along the entire beam path using the spectral cross-correlation algorithm. A block size of 4 mm (axial) by 2 mm (lateral) with a 2-mm window size is used to compute the power spectrum. The size of the linear fit window is 15.6 mm. The attenuation coefficients of the reference are 0.3 and 0.5 dB/cm/MHz and those of the sample are 0.5 and 0.7 dB/cm/MHz. The error bars denote the estimation variances for the (a) 25-µm glass bead and (b) 50-µm polystyrene bead scatterers.

The TM phantoms were scanned using a Siemens Antares ultrasound system (Siemens Medical Systems, Issaquah, WA) using a linear array transducer at a 4-MHz center frequency. The AP was scanned at three different regions: namely, the uniform background region without the inclusion, and the left and right inclusion regions. RF data from each of these regions were acquired at five independent locations along the cylindrical inclusion, and block power spectra of each region were averaged to improve the statistical accuracy.

Table IV shows the attenuation estimates obtained with the TM phantoms. Two different block and gated window sizes were tested, and the estimated attenuation coefficients of all blocks were averaged within a 2 cm × 1 cm region of each target. The left column shows the scanned regions, and estimation variances are shown in parenthesis. For the uniform background region, AP UNI, the estimated attenuation coefficients are closer to the actual value for both block sizes utilized. However, the smaller block underestimates the attenuation coefficient in the inclusion regions, similar to the simulated RF data cases. For the inclusion with the higher backscatter coefficient, AP LEFT, the attenuation coefficients were overestimated because of the frequency dependence of the backscatter. Techniques to minimize the impact of variation in the backscatter coefficient have to be considered.

VI. Conclusion

Estimation of the ultrasound attenuation coefficient in soft tissues is crucial not only for clearer understanding of the clinical features but also for further analysis of B-mode images. Since the backscattered ultrasound RF signals include noise artifacts due to inhomogeneous tissue structure and transducer-dependent parameters, it is difficult to extract spectral properties from the backscattered RF signals. In addition, diffraction effects with focused transducers also distort the spectral characteristics of the received echo signals.

In this paper, we propose the use of the SCC method in the frequency domain for estimating the spectral shift between consecutive power spectra. Since the SCC method calculates the spectral downshift of the entire power spectra, it provides accurate and stable estimation of the shift in frequency domain. In addition, we propose a simple diffraction correction technique using data obtained from a reference phantom. The diffraction correction method compensates for transducer dependent parameters, especially beam focusing effects on the attenuation coefficient estimate. Selection of appropriate gated window sizes, and number of independent Fourier spectra to obtain the power spectra are other factors that impact the performance of the SCC method in estimating the attenuation coefficient.

In this paper, we provide guidelines for the selection of gated window sizes using the FWHM of backscattered RF signals.

Simulation results demonstrate the accuracy of the SCC method for the estimation of the attenuation coefficients. The mean attenuation coefficient obtained using the SCC method was within 2.3% of the actual value with a small
estimation variance for simulated RF data. The estimated attenuation coefficients for TM phantoms are also closer to the actual values with small estimation variance.

APPENDIX A
ATTENUATION ESTIMATION USING SPECTRAL CROSS-CORRELATION

The cross-correlation function between the two power spectra at different depths, \( z_1 \) and \( z_2 \) \((z_1 < z_2)\), from (5) can be written as

\[
S(f_o) = \int_{-\infty}^{\infty} R(f + f_o, z_1) \cdot R(f, z_2) df, \quad \text{(A1)}
\]

where \( f_o \) denotes the spectral shift. Assuming that the attenuation coefficient does not change abruptly within the small region of interest, and \( z_1 \) and \( z_2 \) are close to each other, the attenuation coefficients at depth \( z_1 \) and \( z_2 \) can be assumed to be similar. Substituting (1), for \( R(f, z) \), into the above equation and simplifying, we obtain

\[
S(f_o) = \int_{-\infty}^{\infty} \left[ G(f + f_o) \cdot A(f + f_o, z) \cdot B(f + f_o) \right. \\
\left. \cdot G(f) \cdot A(f, z) \cdot B(f) \right] df. \quad \text{(A2)}
\]

Substituting for \( G(f) \), \( A(f, z) \), and \( B(f) \) from (2), (3), and (4) in (A2), we obtain

\[
S(f_o) = \int_{-\infty}^{\infty} \left[ \exp \left\{ -\frac{(f + f_o - f_c)^2}{2\sigma^2} \right\} \right. \\
\left. \cdot \exp \left\{ -4\beta f + f_o \right\} \cdot (f + f_o)^n \cdot \exp \left\{ -\frac{(f - f_c)^2}{2\sigma^2} \right\} \right. \\
\left. \cdot \exp \left\{ -4\beta f z_1 \right\} \cdot f^n \right] df. \quad \text{(A3)}
\]

After replacing \( f^n \cdot (f + f_o)^n \) with the exponential form of the Taylor series expansion,

\[
S(f_o) = \int_{-\infty}^{\infty} \left[ \exp \left\{ -\frac{(f + f_o - f_c)^2}{2\sigma^2} \right\} \right. \\
\left. \cdot \exp \left\{ -4\beta f + f_o \right\} \cdot \exp \left\{ -\frac{(f - f_c)^2}{2\sigma^2} \right\} \cdot \exp \left\{ -4\beta f z_1 \right\} \right. \\
\left. \cdot \exp \left\{ -\frac{n \cdot \left( 2f^2 + (2f_o - 8f_c)f + f_c^2 - 4f_c f_o \right)}{2f_c^2} \right\} \right] df. \quad \text{(A4)}
\]

Simplifying, we obtain

\[
S(f_o) = \int_{-\infty}^{\infty} \exp \left\{ -\frac{A}{2\sigma^2 f_c^2} \right\} df, \quad \text{(A5)}
\]

where

\[
A = 2B \left( f + \frac{C}{2B} \right)^2 + \frac{2BD - C^2}{2B} \quad \text{(A6)}
\]

and

\[
B = f_c^2 + n\sigma^2, \quad \text{(A7)}
\]

\[
C = Bf_o - 2f_c^3 + 4\sigma^2 \beta(z_1 + z_2) f_c^3 - 4n\sigma^2 f_c, \quad \text{(A8)}
\]

\[
D = Bf_o^2 + 2(4\sigma^2 \beta z_1 f_c^2 - f_c^3 - 2n\sigma^2 f_c) f_o + 2f_c^4. \quad \text{(A9)}
\]

The SCC function can be written as

\[
S(f_o) = \int_{-\infty}^{\infty} \exp \left[ -\frac{(f + C/2B)^2}{\sigma^2 f_c^2 B} \right] \cdot \exp \left[ \frac{C^2 - 2BD}{4\sigma^2 f_c^2 B} \right] df. \quad \text{(A10)}
\]

Separating the terms from within the integral, we obtain

\[
S(f_o) = \int_{-\infty}^{\infty} \exp \left[ \frac{C^2 - 2BD}{4\sigma^2 f_c^2 B} \right] \cdot \int_{-\infty}^{\infty} \exp \left[ -\frac{(f + C/2B)^2}{\sigma^2 f_c^2 B} \right] df. \quad \text{(A11)}
\]

Eq. (A11) is of the form \( \int_{-\infty}^{\infty} \exp(-ax^2)dx = \sqrt{\pi/a} \).

Substituting and simplifying, we obtain

\[
S(f_o) = \exp \left\{ \frac{E}{4\sigma^2 f_c^2} \right\} \cdot \sqrt{\frac{\sigma^2 f_c^2 \cdot \pi}{B}}. \quad \text{(A12)}
\]

where

\[
E = \frac{C^2 - 2BD}{B}. \quad \text{(A13)}
\]

In order to find the spectral shift, which occurs at the maximum of the cross-correlation function, we equate the derivative of \( S(f_o) \) with respect to \( f_o \) to zero, i.e.,

\[
\frac{dS(f_o)}{df_o} = \sqrt{\frac{\sigma^2 f_c^2 \cdot \pi}{B}} \cdot \exp \left\{ \frac{E}{4\sigma^2 f_c^2} \right\} \cdot \frac{dE}{df_o} = 0. \quad \text{(A14)}
\]

Simplifying, we obtain

\[
-2B^2 f_o - 8B\sigma^2 \beta(z_1 - z_2) f_c^2 = 0 \quad \text{(A15)}
\]

or

\[
\bar{f}_o(\text{max}) = \frac{4\sigma^2 \beta(z_1 - z_2)}{1 + n\sigma^2}. \quad \text{(A16)}
\]

Since the center frequency is generally greater than the square root of the variance of transmit pulse, and parameter \( n \) for human tissue is between 1 and 2, the spectral shift between the power spectra obtained at two different depths is linearly proportional to the attenuation coefficient and difference of the depths at which the spectra were obtained.
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